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SECTION: THEORETICAL BASICS OF SOFTWARE ENGINEERING 

CONCEPT OF DATA SETS REUSE IN SOFTWARE PRODUCT LINE APPROACH 

Olena Chebanyuk 

Abstract: Approach of data reuse to estimate reliability of software components before 

adding them to repository is proposed in this this paper. 

Keywords: Software Product Line, Repository of Software Components, Systematic 

Reuse. 

 

Introduction and State of Art in Reuse Problem 

Software Product Line is perspective and modern approach focused on systematic 

software development artifacts reuse. Modern tendencies and approaches are focused 

mostly on reuse of software modules and design solutions.  

Following this tendency one of the perspective and practical aspects of Software Product 

Line approach is designing of software components repositories. From the theoretical 

point of view, such repositories simplify the procedure of software development, namely 

such activities as software construction, designing and development (IBM, 2016).  

When new software module of project is added to repository of software components – 

the actual question about preliminary software quality estimation becomes an actual. 

Importance of this question is explained by the next factors: IT company, then customer, 

then software user must be sure that functionality is realized correctly, and hidden 

mistakes of execution of software bugs will not fail the correct execution of software. 

Modern approaches are focused on new testing techniques usage (Chebanyuk and 

Palahin, 2016), for example Test-Driven Development (TDD). Traditionally TDD is 

involved in forward engineering, when data sets (test cases and test suites) are prepared 

before realizing project features. Preparing data and expectation of needed results in 
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forward engineering allows increasing the speed and accuracy of the process selecting 

from variety of software modules those, which satisfies to the requirements of the new 

software project in the best way. 

Contribution of this thesis: this thesis proposes general idea of software modules quality 

estimation approach that considers data sets reuse. Data sets –are test cases and test 

suites that are accumulated from previous projects in software product line approach.  

Task to propose a concept of data sets reuse in software product line approach for 

estimating software components quality.   

The essence of the proposed approach is represented in the figure 1. 

view 
models

1
JSon Data 
Schemaes

Problem
Domain 

Tree

Data 
Sets

2.1

JSon Data 
Schemaes 3

5

4

2.2

 

Figure 1. General scheme of the data sets reuse in product line approach 

Reuse concept is based on the following actions: 

1. Problem domain tree is designed (Chebanyuk and Palahin, 2019). Data sets that 

are represented as test suites are gathered from the previous projects, performed 

in software company. They are matched to problem domain tree processes. 
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2. View models of MVC project are investigated (Chebanyuk and Palahin, 2018). 

Then JSON (or XML) schemas, representing data structures, namely project Data 

Models are extracted (message 1 in the figure 1). Good example of data 

structures processing representing is proposed in book (Seriy at el,, 2016). 

3. If project topic matches to problem domain processes (message 2.1 in the figure 

1) request to Software Product Line repository of data sets is performed (message 

2.2. in figure 1).   

4. The closest data schemas to existing View Models are returned (message 3 in 

figure 1) 

5. Then data for automatic testing are refined (Message 4 in figure 1). Consider 

possible example of such a refinements: in View Model five data fields are 

represented. The closest data scheme contains four fields that matched to View 

Model. Request can fill extra data field by default values (for example “null” or 

zero) or perform a search in other data schemes field that is match to View Model. 

Then missing field is merged with existing data model.  

6. Automatic test are executed (Chebanyuk and Palagin, 2016). Then the request to 

extort test results to components repository is performed. Performing similar 

procedures (messages 3 and 4 in figure 1) testing results are extracted from the 

repository and the further comparison operation of expected and obtained results 

is performed. 
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NORMALIZATION OF LIFE CYCLE MODELS IN TASKS PLANNING SOFTWARE 

PROJECTS 

Vladimir Talalaev, Larysa Postavna 

Abstract: An approach to solving the problem of choosing a life cycle model for software 

project management and a step-by-step algorithm for its implementation are proposed. 

The approach is based on the application of the procedure of normalization of life cycle 

models using a structural template, as well as the implementation of the procedure of 

expert-analytical comparison of normalized models with the profiles of the context of the 

software project. 

Keywords: Software Engineering, Life Cycle Models, Software Project. 

 

Introduction 

The success of any software development project can be assessed within a set of 

metrics agreed with key stakeholders, among which the three-dimensional metric "quality 

- cost - time" occupies a dominant position. Also known as the "iron triangle" problem, 

this metric allows you to formulate a general criterion for the effectiveness and success 

of the project. A brief definition of this criterion can be summarized as follows: “A 

software project can be considered successful if such static and dynamic project 

parameters are selected and implemented that improvement of any parameter of the 

“iron triangle” sides cannot be achieved without losing the balance of interests of any of 

them key "stakeholders of the project". The implementation of this approach involves the 

presence in the arsenal of project participants at least a complete set of project 

characteristics, in which the processes of local optimization of the multicriteria task of 

selecting the best by the given criterion give the desired effect in achieving global 

optimum. Among this set of project characteristics, an important role is given to the 

choice of life cycle model. This is one of the key decisions determines the optimal choice 

of structural and functional parameters and characteristics of all processes of the project 
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life cycle, and, consequently, significantly affects the achievement of the optimal global 

criterion of  

The following solution to the problem of choosing a life cycle model for a software project 

is based on the concept of "life cycle model" in the narrow sense, when the main 

processes of the model are only the processes of the software product development 

stage. This approach is due to the widespread use in software engineering practice of 

descriptions of typical life cycle models, which are limited to the stage of development. Of 

course, this approach narrows the scope of the results, but usually leads to more 

adapted to the practical application of research results. 

In the problem under consideration, the life cycle model is defined as a description of a 

pattern (template) that summarizes a particular practice of software development and 

reproduces the key properties of life cycle processes in structural-functional, temporal, 

spatial and behavioral projections. Since the basis of software projects are the processes 

of software development (design, construction, implementation of testing, etc.), the 

correct choice of life cycle model is crucial in the planning of software projects. 

Analysis of information sources on software project planning, in most best practices, the 

decision to choose a life cycle model is chosen by project team management based on 

their experience and intuition by analytically comparing the context of software 

development with information on the advantages and disadvantages of a known life 

model cycle. Along with the subjectivity of this choice, there is a significant dependence 

on the completeness of the knowledge base for best design practices, as well as a 

significant dimension of the problem of analytical comparison of project context profiles 

with descriptions of life cycle model options. The synergistic effect of these negative 

factors significantly impairs the effectiveness of design decisions and increases their risk. 

Reducing the risk of life cycle model selection procedures and reducing the undesirable 

consequences of their impact is possible through their formalization and further 

automation within the use of software CASE-design tools. 
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In the proposed approach, a step-by-step selection algorithm is implemented, the main 

operating blocks of which are: 

1. Formation of a template for normalization of the description of models of a life cycle of 

software products. 

2. Collection of information on best practices in the use of life cycle models in the 

practice of software development and systems. 

3. Normalization of life cycle models from the knowledge base in accordance with the 

created template and the formation of a database of models. 

4. Development of a structural template to describe the context profile of the software 

project. 

5. Implementation of expert-analytical procedure for comparing the profile of the software 

project with normalized life cycle models. Formation of a set of dominant variants of life 

cycle models for selection of the best. 

6. Application of the expert procedure of the final choice of the life cycle model and its 

application for planning the working structure of the project. 

 

Fig. 1 Templates for normalizing life cycle models and building context profiles of 

software projects 
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Figure 1 shows the structure of life cycle model normalization templates and the context 

profile structure, according to which more than 20 descriptions of typical life cycle models 

were processed and a database for software projects was created. 

Conclusion 

The application of the proposed approach, as well as its implementation in the form of an 

appropriate step-by-step selection algorithm can significantly improve the process of 

planning software projects, reduce the risks of their implementation and create a strong 

knowledge base for effective software project management. 
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AUTOMATIC ONTOLOGY CREATION FROM NATURAL LANGUAGE TEXT 

Anna Litvin, Vitalii Velychko, Vladislav Kaverinsky 

Abstract: An approach and its software implementation was created to build an OWL 

ontology using as an input a natural language text or set of texts. The approach is 

primarily aimed but not limited to inflected languages. The method for the moment is 

acceptable for tagged or regularly structured texts. The created ontologies are tested as 

valid using Protégé and RDFlib and are useful for dialog and reference systems. 

Keywords: NLP, NLU, ontology, automatic ontology creation, OWL. 

ITHEA Keywords: H.3.4 Systems and Software. 

Conference and topic: Applied Aspects of Software Engineering: Software Designing. 

 

Introduction 

Manually database creation and fulfillment could be a labor-intensive and rather boring 

process. Thus its automation is highly desirable. An information source for this purpose 

could be a natural language text that contains some information. Considered here 

database type is a graph database that is useful for ontologies – data structures that 

represent entities of some subject area and relationships between them. One of the 

popular languages for ontologies construction is OWL [Antoniou, 2016], which was used 

in this work. An OWL ontology can be easily converted to an RDF-triples set for which 

SPARQL queries can be used for information obtaining. 

Some methods for ontologies creation automation have been proposed, for instance, in 

works [Young, 2018; Elnagar, 2020; Balakrishna, 2008]. But the method and the goal of 

a certain approach are highly dependent on the destination of the ontology and its usage, 

which affect the structure of the ontology. Thus the task of new systems building for 

ontologies automatic creation aimed at the certain case to construct the most useful and 

suitable in structure and content graph database seems to be actual and important.  
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The considered ontology structure 

In the proposed approach all the entities in the ontology are devised in two main groups 

– classes and properties. The relationship types are limited to the following: “Subclass” – 

links more certain entity to more abstract, “Subproperty” - links more certain property to 

more abstract one, “Domain” – links to a property an entity (or set of entities) which has 

the property, “Range” - links to a property an entity (or set of entities) which is the value 

of the property. In this way two entities (or sets of entities) can be linked with a property 

where one entity is its “Domain” and the other is “Range”. So “Domain/Range” linking 

could be used for a horizontal not hierarchical binding of entities. These relationship 

types are standard for OWL and are rather enough for most cases. 

In the proposed ontology structure the main abstract predefined classes are: “Action”, 

“Adjective”, “Adverb”, “Number”, “Object” (nouns and name groups), “Marker” (question 

and negotiation words), “ReadyAnswerLink” (links to large text blocks and media 

information), “Count” (denoting the number of possible occurrence multiplicity of a term in 

the text), “Quantity” (the actual multiplicity of occurrence of a term in the text or 

considered part of the text), “ConditionIntersection” (combinations or intersections of 

concepts from a potential user phrase that determines a certain response of the system). 

The predefined main properties in the considered ontology structure are following: 

“MainProperty” – its descendent's link combinations of concepts to descendants of the 

“ConditionIntersection” class; “BindQuantityToInteraction” - binds reference to text blocks 

- descendants of the class “ReadyAnswerLink” to the multiplicity of occurrence in their 

text of certain concepts – descendants of the class “Quantity”; “IntersectionCount” - binds 

the actual multiplicity of occurrence of the concept in the text block – descendants of the 

class “Quantity” to indicate the number of the multiplicity of occurrence of the concept in 

the certain text block – descendants of the class “Count”.  

Subclasses of the “Object” class can have their descendants, which are name groups. 

The hierarchy of descendants of the “Object” class is as follows: the highest are the 

individual nouns that are the main in name groups and define the most general variant of 
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the concept then the hierarchy is followed by name groups as words grow in them, which 

define more specific entities. The ontology structure could be supplemented with the 

other concepts specific to the considered subject area, for example: “Date”, “Person”, 

“Location”, etc. These ones can also have predefined descendants, for instance: “Author” 

– a descendant of “Person”, “CreationDate” – a descendant of “Date”, etc. The 

predefined ontology entities and structures form the framework basing on which further 

automatic graph creation becomes possible and moreover the methodology of the 

following usage of the ontology becomes more clear, because the basic structure of the 

SPARQL queries for information obtaining becomes more predictable. 

The ontology creation technique  

It is assumed that the input text is tagged or regularly structured, which makes it easier to 

obtain a good quality of the resulting ontology. A tagged text is actually a set of texts 

each of them has at least a title and main parts. Such set of texts could be obtained for 

example by web pages scraping an informational resource. On each page there could be 

found a title of the article, its text and may be some other information in certain places: 

date, author, location, subject area, article type etc. An example of regularly structured 

text could be a collection of letters of or to some person. For each of the letters, there 

could be found in the same or approximately the same parts such information tokens like 

“destination address”, “sender address”, “dates of sending or/and receiving”, “sender’s 

name”, “addressee”, “the main text” etc. Additional semantic analysis of the main text 

block and the title (if exist) could be used to estimate the topic, type and subject of it. 

The main text blocks which could also contain images and media content are stored in a 

separate document base. In OWL ontology only links on them are to be present. To this 

links are bind directly obtained information blocks (such as dates, locations, topics). And 

they become ontology classes of a certain predefined ancestor. If the information is 

repeated only one point is needed to be stored in the ontology. So multiplied links are 

created. To create such links specific properties are used. For example, there is a 

sending date and a letter text. A property “SendingDates” is to be created. It has 
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decedents each of them has a certain date as its “Domain” field value and list of letters 

sent on this date.  

In other way is performed linking a title to the main information block. The titles are not 

stored in the ontology. They are tokenized to separate words and name groups, which 

are stored in the ontology according to their role in the sentence and without repeating. 

The links to main texts are bind to the entities sets (intersection) according to the 

meaningful terms from the corresponding title. 

If a concept (only for nouns and noun groups) of those included in the intersections of 

concepts associated with a particular text, is included in the text more than once, it is 

considered that this concept is more important and decisive. Therefore, the 

corresponding subclasses of “Count” and “Quantity” are created for them. The same 

subclass “Count” can be associated with different subclasses of Quantity, which avoids 

duplication – for example, three times different concepts may occur in different texts. In 

turn, a subclass of the “Quantity” class can be linked to multiple texts links – the same 

concept can be included, for example, twice in different texts. This information is useful to 

range the ontology responses for queries by their relevancy and informative value. 

Conclusion  

Such automatically created ontologies could be useful for dialog and reference systems. 

For them, it is rather easy to create a limited number of unified formal query templates, 

input information for which can be concepts obtained from the user’s phrase in such 

manner as they obtained from titles and texts during ontology creation. Such system 

become rather reliable: even in case of lack of some concepts in the user’s phrase or 

their super saturation the rather relevant response could be obtained. 

Some examples of software that implement the proposed approach was created for 

Ukrainian, English and Norwegian languages. As information sources for different 

ontologies were used: finance consulting information (Norwegian), climate change 

questions (English), articles by literary critics about the work of Oles Honchar (Ukrainian), 
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correspondence of Oles Gonchar (Ukrainian), pedagogical works of Vasily Sukhomlinsky 

(Ukrainian), medical rehabilitation glossary (Ukrainian). Testing of the dialog systems  
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APPLICATION FEATURES OF AGILE APPROACHES IN SOFTWARE ENGINEERING 

Iryna Gruzdo, Ihor Michurin 

Abstract: The features of agile approaches in software engineering and points of control 

of the schedule in the development of software products are highlighted. 

Keywords: Software Engineering, AGILE, SCRUM, development, business. 

 

Introduction 

The use of agile approaches in software development has had a significant impact on the 

development of the IT business. therefore, highlighting the features of the agile 

methodology and how it differs from traditional development approaches is important for 

effective software development. It is also necessary to highlight the features of the 

control of the project schedule when using agile methodologies, which is usually 

performed by the project manager. The correct application of agile methodologies allows 

you to achieve high efficiency in software product development. The purpose of the 

article is to systematize the main distinctive features of the agile methodology and the 

features of planning the project development schedule when using them.  

General features of agile approach 

The emergence and development of Agile approaches is associated with the need to 

respond to the rapid changes in customer requirements. It is important to note that 

effective implementation of these approaches requires a high level of interaction between 

the development team and the customer. Also, each iteration in the Agile method 

approach takes 2-4 weeks, that is, it represents a very fast implementation of iterative 

and incremental methods. Moreover, each iteration is usually fixed in terms of time and 

total development costs. During each iteration of the project development, the team can 

perform several tasks simultaneously. For example, during the initial iterations, the 

team's focus is primarily on planning and analysis tasks. The entire content of the project 

is divided into a list of requirements. The request log contains a list of outstanding work, 
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that is, work that has not yet been completed. At the beginning of each iteration, the 

project development team determines from the requirements log those tasks that will be 

completed during the iteration and the implementation of which is currently the most 

important for the project. At the end of the iteration, the tasks should be completed and, if 

necessary, shown to the customer. Typically, customers or customer representatives 

must participate in the project development process at all times to interact with the 

development team and provide feedback. In turn, the presence of feedback allows the 

team to properly meet the needs of the customer. This allows you to quickly respond to 

changing customer needs, which can be useful for both the development team and the 

customer. During each iteration, when applying agile approaches, it is important to 

control the schedule of tasks performed by the team. To do this, the project manager 

needs to determine the current size of the completed work with the planned amount of 

work. At the end of each iteration, it is necessary to perform a retrospective analysis in 

order to analyze the completed iteration and possible improvement of the software 

product development processes. In addition, the control of the schedule is associated 

with the analysis of the priorities of the work plan that have not yet been completed, and 

their change, if necessary. Determining the level of productivity of the software product 

development team is important for effectively scheduling tasks. It is necessary to 

determine the effective duration of one iteration of the project development process, 

which can last from two to four weeks. In the event of changes, the task of determining 

their level and impact on the pace of project development becomes urgent [Hamed and 

Abushama, 2013], [Yashyna et al, 2017]. 

Specifics of using agile methodologies in companies of different sizes 

Today Agile methodology is used not only in IT but also in classic business. The most 

popular methodologies included in Agile is: Scrum, SCRUM of SCRUMs, Scrum@Scale, 

Disciplined Agile Delivery (DAD), Scaled Agile Framework (SAFe), Large Scale Scrum 

(LeSS), Agile Unified Process (AUP), Crystal Clear Method, Dynamic Systems 

Development Method (DSDM), Feature-Driven Development (FDD), Scaled Agile 

Framework (SAFe), etc. One of the popular Agile methods is Kanban. Its simplicity 
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allows it to be used effectively, especially in small teams. In addition, there is no need to 

use additional staff to monitor the implementation of this methodology. But in medium 

and large teams, its use is ineffective due to the large number of tasks that the team 

performs. Another disadvantage of Kanban is the lack of a backlog. One of the most 

popular Agile methods is Scrum. It consists of iterations and allows to develop software 

efficiently and systematically. The backlog allows to see all the tasks and control the 

development process. Scrum is primarily based on self-organization and team skills. In 

general, Scrum can be used for teams of all sizes. In the case of a large project, a Scrum 

of Scrums can be applied. On the other hand, misusing Scrum or using Scrum on an 

inexperienced team can lead to failure. A Scrum Master is also often needed to 

supervise the correct application of the Scrum methodology. Scaled Agile Framework. 

The Scaled Agile Framework is an agile methodology that is primarily targeted at large 

companies with many teams. This methodology allows to organize an effective 

development process in large companies, but in medium and small companies, its 

application can be ineffective. During the study, the Scrum methodologies that are used 

in the development of software were studied, it can be concluded that the choice of a 

specific methodology depends on the project itself, its size and time required for its 

implementation, finances, as well as the quality of the team. But it should be noted that 

all Scrum technologies allow you to achieve high-quality results in a short time and get 

finished software. It can be concluded that when companies are faced with large and 

complex projects with constantly changing requirements or goals, they turn to more 

flexible approaches. 

Conclusion 

Agile methodology is most effective when implemented correctly and can increase the 

productivity of the software development team, accelerate customer satisfaction and 

reduce costs. Scrum Master Trends report [2019 Scrum Master Trends Report] from the 

year 2019 shows that 81% of the respondents claimed to use Kanban in addition to 

Scrum. Kanban, Scrum, Scrum of Scrums and the Scaled Agile Framework are effective 
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agile methodologies for software development in IT companies. These methodologies 

are the most used in software development practice. 
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AN APPROACH OF DESIGNING RESTFULL API MODEL FOR DISTRIBUTED WEB 

APPLICATIONS 

Yurii Milovidov 

Abstract: Paper proposes an extensibility of RESRFULL API approach to perform more 

reliable web sites and steps towards web development.  

Keywords: Model-View Controller, REST, HTTP requests. 

 

Introduction 

REST approach is widespread used in modern web-development activities. Summarizing 

practices if web-development companies the sense of this approach is the next: sorting 

of Controller methods by HTTP requests for more quick understanding of Controller 

structure [Milovidov Yu., 2019]. Thus, such an approach is aimed to perform cognitive 

and communicative functions in web-development [Chebanyuk & Markov, 2015]. 

Contribution of this thesis: Extended approach considering cognitive and communicative 

functions of development team is proposed. Advantages of this approach. Proposed 

model can be basic for implementing practical approaches for development of logical and 

automated analysis of web-page lifecycle with open extensible mode to add for example 

security functions to web-page lifecycle.  

Proposed Approach 

It is proposed to give universal manes of different Controller method analyzing whole live 

cycle of web-page. 

Summarizing table is represented below 

Init stage 

Request type   

GET 

Function Init(dataset) 

To obtain initial data to download 

View Model 

Generated markup and 

initial sets of data and 
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metadata for starting 

operations 

GET 

Add listener1 

… 

listenern 

To set up basic functionality 

(event processing) of View Model 

components 

To create interactive 

instances of View Model 

User Interface 

components  

GET 

Error processing 

functions 

To provide secure and stable 

working mode for web-page 

Add security functions to 

input fields and  

optional 

GET 

refine 

To refine MarkUp To add extra settings to 

*.html page 

Working stage 

Post 

Renew parts of *.html 

page 

Provide interactive answers to 

User requests 

Send data from html form 

Delete 

Delete some 

resources 

DeleteResourceNAME 

Delete some resource  

Put 

UpdateResourceName 

Renew of some resource  

Conclusion 

Proposed table summarizes stages of web-page lifecycle. Recommended names of 

methods can be base to analyze Controller web-pages by means of static analysis tools 
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and verify whether all necessary patterns of web-page lifecycle are realized in web-

application. 
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SECTION: APPLIED ASPECTS OF SOFTWARE ENGINEERING 

THE METHOD MULTICRITERIAL EVALUATION OF VERIFY THE QUALITY 

PROGRAM SYSTEMS IN USE 

Yuliia Bezkorovaina 

Abstract: The main purpose of verifying quality is to ensure that the software systems 

are meeting the requirements and implied needs of the users. The verification of quality 

includes defining purpose and measures, their evaluation, and decide on it. One of the 

tasks is what method of evaluation to select, and develop automatic calculations. This 

thesis offers a solution to the problem on the example of the quality model of software 

systems in use and method multicriterial evaluation. 
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Introduction 

The software systems pass through the process of the life cycle. The standard 

[ISO12207, 2017] described phases of the development. The software life cycle is 

allocated to the process: agreement, organizational project-enabling, technical 

management, and technical. To initiate the process, supplier and customer must agree 

on a purpose, outcomes, and activities and tasks [ISO12207, 2017], [IEEE1012, 2017]. 

This thesis will be about the verification of quality and acceptance of software systems. 

There are a series of standards about quality verification the software systems. The part 

of those standards describes different quality models [ISO25010, 2011]. There is a 

quality in use model [ISO25022, 2016], quality product model, quality data model, quality 

http://idr.ithea.org/tiki-browse_categories.php?parentId=116&deep=off&type=
http://idr.ithea.org/tiki-browse_categories.php?parentId=116&deep=off&type=
http://www.ithea.org/softengine/
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services model, and so on. This thesis is dedicated to verifying quality in the use of the 

final software system. 

The purpose of evaluating the quality of the final software product is being to decide on 

the acceptance of the product and determine the time of the product release [ISO25040, 

2011]. To assess the quality of the finished software system during use, you need to 

determine the requirements for it. The requirements specification considers the budget, 

target dates, and the purpose of the assessment. The specification can change or 

improve during the development of software systems [ISO25040, 2011]. 

Related work 

There is an empirical analysis of quality standards concerning usability characteristics 

and another software system quality characteristics [Bevan et al, 2016], the 

implementation of a product quality model according to the standard [Kazuhiro, 2013], 

[Yusupova et al, 2016]. Other sources are considered [Danyk et al, 2016], [Pysarchuk 

and Pinchuk, 2006], [Pysarchuk et al, 2019], which prove in practice the effectiveness of 

the proposed method. 

Task and challenges 

The complexity of the quality evaluation task is justified by the variety of stakeholders 

and users, areas of application of quality models, the complexity of software systems and 

the variety of their life cycle, quality management tools, etc. The main task of research is 

to prove the effectiveness of the multicriteria method for the quality model in use 

evaluation of the software systems.  

Body 

The quality model in use is composed of the standard [ISO25022, 2016] and evaluation 

of the model [ISO25040, 2011]. Quality in use model composed of five characteristics 

that relate to the outcome of interaction when a product is used in a particular context of 

use. So, the quality in use model (characteristics, subcharacteristics, and measures) 

represent in table 1. Each measure required the calculation of metrics. The value of each 
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criterion affects the software system quality in use. So, we can say that this is a problem 

with many diverse criteria. 

Table 1. Model of quality in use 

Characteristics Subcharacteristics Measures 

Effectiveness - Tasks completed 

Objectives achieved 

Errors in a task 

Tasks with errors 

Task error intensity 

Efficiency - Task time 

Time efficiency 

Cost-effectiveness 

Productive time ratio 

Unnecessary actions 

Fatigue 

Satisfaction Usefulness Overall satisfaction 

Satisfaction with features 

Discretionary usage 

Feature utilization 

The proportion of users complaining 

The proportion of user complaints about a 

particular feature 

Trust User trust 

Pleasure User pleasure 
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Characteristics Subcharacteristics Measures 

Comfort Physical comfort 

Freedom from 

risk 

Economic risk 

mitigation 

Return on investment 

Time to achieve a return on investment 

Business performance 

Benefits of IT Investment 

Service to customers 

Website visitors converted to customers 

Revenue from each customer 

Errors with economic consequences 

Health and safety 

risk mitigation 

User health reporting frequency 

User health and safety impact 

Safety of people affected by the use of the system 

Environmental 

risk mitigation 

Environmental impact 

Context 

coverage 

Context 

completeness 

Context completeness 

Flexibility Flexible context of the use 

Product flexibility 

Proficiency independence 

As we can see, there is a problem to decide on the readiness of the software system. 

The standard [ISO25040, 2011] proposes different methods of evaluation quality. But in 

this thesis, the author proposes to evaluate the final version of the software system with 

the method of multicriteria evaluation using nested convolutions according to a nonlinear 

scheme of compromises [Voronin, 2017], [Kharchenko and Pysarchuk, 2014].  
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The quality model transforms into an infographic model of factors, indicators, and criteria 

without subcharacteristics that are not required by the standard [ISO25010, 2011]. By 

heuristic analysis of the quality model in use formed an infographic model of factors, 

indicators, and criteria of the quality in use (Table 2). 

Table 2. Infographic model factors, indicators, and criteria 

№ Factors № Factors in the group Indicator Criteria 

1 Effectiveness 1 Tasks completed 
 

→max 

2 Objectives achieved 
 

→max 

3 Errors in a task 
 

→min 

4 Tasks with errors 
 

→min 

5 Task error intensity 
 

→min 

2 Efficiency 6 Task time 
 

→min 

7 Time efficiency 
 

→min 

8 Cost-effectiveness 
 

→min 

9 Productive time ratio 
 

→max 

10 Unnecessary actions 
 

→min 

11 Fatigue 
 

→min 

3 Satisfaction 12 Overall satisfaction 
 

→max 

13 Satisfaction with features 
 

→max 

14 Discretionary usage 
 

→max 
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№ Factors № Factors in the group Indicator Criteria 

15 Feature utilization 
 

→max 

16 The proportion of users complaining 
 

→min 

17 The proportion of user complaints about 

a particular feature 
 

→min 

18 User trust 
 

→max 

19 User pleasure 
 

→max 

20 Physical comfort 
 

→max 

4 Freedom from 

risk 

21 Return on investment 
 

→max 

22 Time to achieve a return on investment 
 

→min 

23 Business performance 
 

→max 

24 Benefits of IT Investment 
 

→max 

25 Service to customers 
 

→max 

26 Website visitors converted to customers 
 

→max 

27 Revenue from each customer 
 

→max 

28 Errors with economic consequences 
 

→min 

29 User health reporting frequency 
 

→max 

30 User health and safety impact 
 

→max 

31 Safety of people affected by the use of 

the system 
 

→max 
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№ Factors № Factors in the group Indicator Criteria 

32 Environmental impact 
 

→max 

5 Context 

coverage 

33 Context completeness 
 

→max 

34 Flexible context of the use 
 

→max 

35 Product flexibility 
 

→max 

36 Proficiency independence 
 

→max 

The formation of the decision-making model consists of aggregating the list of 

contradictory partial criteria to the generalized assessment. It was therefore selected for 

convolution nonlinear compromise scheme [Voronin, 2017], [Kharchenko and Pysarchuk, 

2014]. 

The main idea of the approach is in the following sequence:  

1. Forming a system of partial indicators of quality;  

2. Determining the values of partial indicators of decision quality;  

3. Formation of a generalized quality indicator from a system of partial and bringing it 

to a relative value.  

4. Analysis of evaluation and decision-making on the compliance of the software 

system in use. 

Interpretation of the received decision consists of the resulted values of the integrated 

estimation to a uniform scale of change - from 0 to 1. The received numerical estimation 

can be reduced to a linguistic category according to a fundamental scale of estimation 

(Table 3). 

Table 3. Fundamental rating scale 

Integrated quality assessment Linguistic category of quality 

1.0-0.7 High  
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0.7-0.5 Good  

0.5-0.4 Satisfactory 

0.4-0.2 Low 

0.2 and less Unsatisfactory  

So, after calculation, the model can help us decide about the software systems quality in 

use. If we had received a value of 0.6, it means that the software system has a good 

quality. That quality depends on a set of measurements. Supplier and customer may 

decide or to accept as a final version, or develop onwards a software system.  

Conclusion 

This thesis considered the quality model in use by the standard [ISO25010, 2011], 

[ISO25022, 2016], [ISO25040, 2011]; method of evaluation of the quality in use [Danyk et 

al, 2016], [Pysarchuk and Pinchuk, 2006], [Pysarchuk et al, 2019]. The next steps in 

research are to evaluate the quality product model by standard ISO/IEC 25023 

“Measurement of system and software product quality”, compare the effectiveness of 

evaluation methods and identify the most effective. 
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SOFTWARE TECHNOLOGY OF FLOOD SIGNALING AND FORECASTING IN THE 

TRANSCARPATHIAN REGION 

Volodymyr Polishchuk 

Abstracts: The research constructs a generalized algorithm for signaling and forecasting 

floods in the Transcarpathian region, based on a hybrid intelligent model, using the 

analysis of reasoning and experience of water management experts. Based on the 

studied concepts, the construction of software technology in the form of web technology 

for an expert administrator and a cross-platform application for the user is envisaged. 

Keywords: Forecasting, hybrid data, software, crisis management. 

 

Introduction 

In the life of modern society, the problems associated with overcoming the 

consequences of emergencies, which lead to huge material losses and sometimes 

human losses, play a significant role. A special place among many emergencies belongs 

to floods of man-made and natural origin, catastrophic flooding, and flooding of 

territories, which are some main socio-environmental problems of our time [Kelemen M., 

2019]. Floods have long been a problem for human society, but today their size and 

frequency are growing rapidly, causing material damage and, worst of all, human 

casualties. The Transcarpathian region is no exception. The negative effects of flooding 

cannot be completely avoided, but their impact can be reduced by forecasting and 

signaling the population while giving time to prepare or mobilize society and relevant 

bodies.   

In the context of crisis management and security of citizens, there is a complex and 

urgent task of developing a mobile software product that allows, according to the 

geolocation data of the smartphone, to warn the user about the level of flood risk. 

Thus, the aim of the study is to develop a generalized algorithm and software technology 

for signaling and forecasting floods in the Transcarpathian region, based on a hybrid 

intelligent model, using the analysis of reasoning and the experience of water experts. 
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Generalized algorithm of flood signalling and forecasting 

Suppose we have n measuring stations, which every period of time ti send data on the 

actual water level in ni. To analyze the measurement data, we use the method of 

regression analysis, namely the method of pairwise linear regression. We present a 

general algorithm for signaling and forecasting floods based on a hybrid intelligent model 

[Polishchuk V., 2019] to determine the level of flood risk. The model is able to derive a 

normalized assessment of water level rise, uses the analysis of reasoning and 

experience of water management experts, reveals the vagueness of input estimates, 

increases the degree of validity of further management decisions based on the results. 

The output of the model is a normalized assessment of the danger of a flood situation 

and a linguistic interpretation of the level of danger of a flood situation. 

Step 1. Obtaining data and building a time series 

In the first step, we construct a time series where y i is the water level, xi is the fixation 

time. 

Step 2.  Determination of regression coefficients 

In the second step, the least-squares method (LSM) is used to determine the regression 

parameters. Find the values of the regression coefficients. LSM allows obtaining such 

estimates of parameters in which the sum of the squares of the deviations of the actual  

values of the resultant feature y, from the theoretical values of y at x is the minimum. 

Step 3. Obtaining predicted values 

In the third step, we construct a pairwise linear regression equation to predict the water 

level. To do this, we substitute future periods x into the equation to obtain the predicted 

values. 

Step 4. Fuzzyfication of input data 

In the fourth step, we will fuzzification the input data, based on the predicted data, the 

maximum and minimum allowable water level in the area (stations) p it(max), and pit(min), 

according to the formula: 
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(1) 

Where we set  the safe (lowest) level,  respectively - 

dangerous (highest) level. The concept of constructing membership functions assumes 

the following meaning: the higher the water level, the greater the risk of flooding, and the 

value of the membership function goes to one [Kelemen M. et al., 2020]. 

Step 5. Estimation of water level projection 

In the fifth step, we estimate the water level projection for the relevant area over a period 

of time: 

 

(2) 

The obtained value  characterizes the estimation of the water level projection for the 

respective area in a certain period of time [Polishchuk V., 2019]. 

Step 6. Obtaining a flood risk assessment 

The sixth step requires the water expert to assess the risk of flooding and select one of 

the proposed linguistic variables: H {Low risk of flooding}; C {Medium risk of flooding}; B 

{High risk of flooding}. After that, we calculate the normalized assessment of the risk of 

flood situation by the formula: 

  (3) 

Where k is the degree of risk of flooding. For example, put: for low risk of flooding k = 1/3, 

for medium risk k = 1, and for high risk of flooding k = 3/5. 

According to the received normalized estimation, we will present a linguistic interpretation 

of the level of danger of a flood situation:  ‒ LS: low level of flood 
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danger; ‒ AS: average level of flood danger; 

 ‒ HS: high level of flood danger. 

The range of linguistic interpretation, to allow for adjustment, is specified in the settings. 

Step 7. Decision-making on flood signaling in Transcarpathian region 

In the seventh step, based on the linguistic interpretation, the decision-maker (water 

management expert) can signal and/or inform users about the dangerous situation, 

respectively, through the mobile application. 

Conclusion 

As a result of the implementation of smart technologies of crisis management, 

strengthening of protection against harmful effects of water of settlements, minimization 

of the caused losses, and creation of safe living conditions of communities of the region 

is carried out.  

An algorithm based on a hybrid intelligent model has been developed, which uses the 

analysis of reasoning and experience of water management experts, reveals the 

vagueness of input estimates, increases the degree of validity of further management 

decisions based on the results. Web technology and a cross-platform user application 

will be designed for the expert administrator part. With the help of the application, the 

user, based on geolocation data, receives notifications about the possible level of 

danger. In addition, it is assumed that the user can view the state of the flood situation in 

the location of his stay, the water level, and the predicted danger. Real data will be 

obtained on the basis of publicly available AIS "Tisa", consisting of 50 stations 

throughout the Transcarpathian region and neighboring EU countries. 
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VOICE DATABASES 
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Abstract: Parameters of individual voice characteristics in modern automatic systems of 

speaker identification was researched. Efficiency of such systems mainly depends on the 

methods for determination of these parameters and stability of spectral characteristics 

and the main tone frequency. The structure and concept for an automated search in 

voice databases was described. 
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Objectives 

Spectrum analysis of audio data based on Fourier transform mathematical apparatus is 

the key factor in majority of modern systems for solving the tasks of speaker identification 

by means of voice characteristics. It is caused by several factors, known 

neurophysiological rules of audio information processing by primary auditory receptors 

and absence of more effective analysis methods and, to a certain extent, by historical 

traditions in this field.  

However, in spite of a lot of investigations in this field and creation of rather effective 

systems for voice characteristics identification and development of systems of 

identification and text entering of voice information, there is not enough clearness in the 

principal theoretical and practical issues concerning speech technology till now. Mainly, it 

is caused by absence of effective mathematical tool for analysis of voice audio 

information [1,2].  
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The goal is to study the effectiveness and develop a software system for the formation of 

voice databases of participants in information messages, as well as automatic search in 

the voice database. 

Model of automated search in voice databases 

Concept implemented in the experimental system of instrumental identification of 

speaker voice characteristics was proposed. This concept is based on presentation of 

speech fragments as a set of multifractal structures. In order to determine parameters of 

multifractal structures the wavelet analysis with special basis in form of two-parameter 

Morlet wavelet is used [3,4].  

Till now, actually, the single methodological direction for building the mathematical 

models for calculation of phoneme parameters and voice characteristics is the 

application of some of modifications of spectrum analysis based on Fourier transform. 

However, the application of this spectrum analysis method has number of serious 

disadvantages (known in the years since Helmholtz). Signal spectrum of “instrumental” 

transformers of acoustical apparatus – hair cells can be considerably different from 

Fourier spectrum, including (that is rather important) arrangement of formants in 

frequency domain. Human acoustical apparatus is able to distinguish frequencies with a 

step smaller than 1 Hz (within the range up to 500 Hz). 

It is clear, that physical and mathematical models of voice information transformation 

should not necessarily strictly follow neurophysiologic rules. However, analysis of voice 

information based on orthogonal Fourier transformation for many decades at the 

phonemic level shows rather high variability of spectra for the same phonemic structures 

in short time intervals. It is a significant obstacle for effective assessment of phoneme 

parameters and voice characteristics [5]. 

It is possible to suppose that alternative models of non-orthogonal frequency 

transformations of voice acoustic signal in short time intervals allow to obtain more stable 

assessments of the formant speech structure and parameters of voice characteristics. 

Experimental model of the program product, created on the basis of investigations, for 
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realization of these tasks was approved in the expert departments of the Ministry of 

Justice and the Ministry of Internal Affairs of Ukraine.   

Experimental program system for search of involvants of information messages has a 

form of a search engine. Thus, the search results are not identical to identification of 

person by voice, because they are just results of ranking by the similarity degree of 

separate parameters of voice signals. 

Using digital records of information messages the EPS performs an automatic calculation 

of parameters of voice characteristics and further ranking of these characteristics in the 

voice database.  

The EPS uses a ranking method by four different criteria. They include:  

- calculation of similarity of two-dimensional probability density functions curves for 

the main tone frequency and arrangement in the spectrum of seven formants, 

extracted from the speech recorded in the phonogram; 

- calculation of similarity of probability density functions curves for each of these 

signs separately;  

- calculation of similarity degree for the absolute maxima of formats spectra, 

extracted from the speech recorded in the phonogram. 

Conclusion 

As result of fulfilled work the specialized program system for search of involvants of 

anonymous messages in large intergovernmental voice databases should be created. 

The program system should have several language localizations – English, German, 

Ukrainian, Russian and other languages. The possibility for quick modification for adding 

the new EU localization should be provided. The system should ensure quick access 

(with regulation of access rights) to accumulated distributed databases of voice 

messages within the frames of unified standard of the EU countries. Structuring of the 

system of voice messages within the frames of distributed databases will allow to realize 

access to operative solving of problems, including voice messages analysis systems of 

other developers.   
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Investigative part of the work should ensure assessment of efficiency and practical utility 

of search for involvants of voice messages in the EU countries databases. 
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Introduction 

Artificial Intelligence (AI) is the branch of Computer Science focusing on the theory and 

practice of creating intelligent machines which work and react like humans, i.e. being 

able to think, hear, talk, walk and even feel [Mitchell, 2019]. AI, introduced by John 

McCarthy in 1956 [Moor, 2006], is a synthesis of ideas from mathematics, engineering, 

technology and science which has the potential to generate enormous benefits to the 

human society.  

Probability and Statistics are among the main mathematical tools used in AI applications 

in which uncertainty plays an important role. Both of them, however, have been 

developed on the basis of the principles of the bivalent logic. Consequently, they are able 

to tackle effectively only the cases of uncertainty which are due to randomness and note 

those due to imprecision. In cases of imprecision the Zadeh’s infinite-valued fuzzy logic 

and other related to it theories [Voskoglou, 2019] come to bridge the existing gap. 

As we shall see here, however, the Bayes’ theorem calculating the value of conditional 

probabilities introduces a kind of multi-valued logic tackling the existing due to 

imprecision uncertainty in a way analogous to fuzzy logic. The present work discusses 
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the importance of Bayesian reasoning for Machine Learning, i.e. the branch of AI that 

refers to any computer program that can “learn” by itself from a training data set.  

The Bayes’ Theorem  

Let A and B be two intersecting events. Then it is straightforward to check [Schuler & 

Lipschutz, 2010] that the conditional probability for the event A to happen when the event 

B has already happened is calculated by 

P(A B)
P(A/B)=

P(B)

                                                     (1) 

In the same way one finds that 

P(A B)
P(B/A)=

P(A)

 , or P(A B) = P(B/A) P(A). 

Replacing the value of P(A B)  to (1) one finds that 

P(B/A)P(A)
P(A/B)=

P(B)
                                               (2). 

Equation (2), which calculates the conditional probability P(A/B) with the help of the 

inverse in time conditional probability P(B/A), the prior probability P(A) and the posterior 

probability P(B), is known as the Bayes’ theorem (or rule, or law). In other words, the 

Bayes theorem calculates the probability of an event based on prior knowledge of 

conditions related to that event.  

The value of the prior probability P(A) is fixed before the experiment, whereas the value 

of the posterior probability is calculated with the help of the experiment’s data. Usually, 

however, there exists an uncertainty about the exact value of P(A). In such cases, 

considering all the possible values of P(A), we obtain through the Bayes’ theorem 

different values for the conditional probability P(A/B). Therefore, the Bayes’ theorem 

introduces a kind of multi-valued logic tackling the existing, due to the imprecision of the 

value of the prior probability, uncertainty. In other words, one could argue that Bayesian 

Reasoning constitutes an interface between bivalent and FL. 

The Bayes’ theorem was first appeared in the work “An Essay towards a Problem in the 

Doctrine of Chances” of the 18th century British mathematician and theologian Thomas 
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Bayes.  This essay was published by Richard Price in 1763, after the Bayes’ death, in the 

“Philosophical Transactions of the Royal Society of London”. The famous French 

mathematician Laplace (1749-1827), independently from Bayes, pioneered and 

popularized the Bayesian probabilities.  

When applied in practice, the Bayes’ theorem may have several interpretations. In social 

sciences, for example, it describes how a degree of belief expressed as a probability 

P(A) is rationally changed according to the availability of related evidence. In that case 

the probabilities involved in the Bayes’ theorem are frequently referred as Bayesian 

probabilities, although, mathematically speaking, Bayesian and conditional probabilities 

are actually the same thing. The outcomes of Bayesian reasoning, however, are not 

always compatible to the common beliefs. This will be illustrated here by the following 

two timely examples, due to the current COVID-19 pandemic, concerning the creditability 

of the viruses’ diagnostic tests. 

Example 1: Statistical data show that 2% of the inhabitants of a country have been 

infected by a dangerous virus. Mr. X, who has not any symptoms of the corresponding 

disease, makes a diagnostic test, the statistical accuracy of which is 97%. The test is 

positive. What is the probability for Mr. X to be a carrier of the virus? 

Solution: Consider the events A: The subject is a carrier of the virus, and B: The test is 

positive. On the basis of the given data it turns out that P(A)=0.02 and P(B/A)=0.97. 

Further, among 100 inhabitants of the country, 2 on average are carriers and 98 are non-

carriers of the virus. Assuming that all those people make the test, we should have on 

average 2x97%=1.94 positive tests from the carriers and 98x3%=2.94 positive tests from 

the non-carriers of the virus, i.e.4.88 in total positive tests. Therefore, P(B)=0.488. 

Replacing the values of P(A), P(B/A) and P(B) in equation (2) one finds that 

P(A/B)≈0.398. Therefore, the probability for Mr. X to be a carrier of the virus is only 

39.8% and not 97%, as it could be thought through a first, rough estimation!       

Example 2: Assume now that Mr. X has some suspicious symptoms of the corresponding 

disease and that 85% of the people presenting such symptoms have been infected by 
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the virus. Mr. X makes the test, which is positive. What is now the probability for Mr. X to 

be a carrier of the virus?  

Solution: Let A and B be the events defined in Example 1. Here we have that P(A)=0.85 

and P(B/A)=0.97. Further, assuming that 100 people who have suspicious symptoms 

make the test, we should have on average 85x97%=82.45 positive tests from the carriers 

and 15x0.3% =0.45 from the non-carriers of the virus, i.e. 82.9 in total positive tests. 

Therefore, P(B)=0.829. Replacing the values of P(A), P(B/A) and P(B) in equation (2) 

one finds that P(A/B)≈0.995. In this case, therefore, the probability for Mr. X to be a 

carrier of the virus is 99.5%, i.e. exceeds the statistical accuracy of the test!      

In general, the sensitivity of the solution is great, depending on the values of the prior 

probability P(A). The greater the value of P(A), the higher the creditability of the test. 

The Importance of Bayesian Reasoning for Machine Learning 

Although the Bayes’ theorem is a straightforward consequence of equation (1) 

calculating the value of a conditional probability, Bayesian reasoning has been proved to 

be very important for everyday life situations and for the whole science [Athanassopoulos 

& Voskoglou, 2020]. Recent researches give evidence that even most of the 

mechanisms under which the human brain works are Bayesian [Bertsch McGrayne, 

2012]. Consequently, Bayesian reasoning becomes very useful for AI, which focuses on 

the design and construction of machines that mimic the human behavior.  

Recently researchers have used ML techniques to develop through the Internet a new 

generation of web-based smart learning systems (SLS’s) for various educational tasks. A 

SLS is actually a knowledge - based software used for learning and acting as an 

intelligent tutor in real teaching and training situations. Such systems have the ability of 

reasoning and of providing inferences and recommendations by using heuristic, 

interactive and symbolic processing and by producing results from the big data analytics 

[Voskoglou & Salem, 2020]. The smart systems of AI are supplied with Bayesian 

algorithms in order to be able to recognize the corresponding structures and to make 

autonomous decisions.  
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The physicist and Nobel Prize winner John Mather has already expressed his 

uneasiness about the possibility that the Bayesian machines could become too smart in 

future, so that to make humans to look useless (http://edge.org/response-detail/26871)!. 

Conclusion 

The discussion performed in this work leads to the conclusion that  Sir Harold Jeffreys 

(1891-1989), a British mathematician who introduced the concept of the Bayesian 

algorithm and played an important role in the revival of the Bayesian view of probability, 

has uprightly characterized the Bayes’ theorem as the “Pythagorean theorem of 

Probability theory” (Jeffreys, 1973).  
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quickly deploy web services handling pre-trained distributional semantic models (static 

word embeddings). It completes the pipeline between training such models and sharing 
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modern Web application, built with Angular, Flask and Docker platforms. We also 
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Introduction 

In this paper we present UkrVectōrēs [docsim, 2021], a free and open-source toolkit to 

deploy web services implementing distributional semantic models, primarily static word 

embeddings. UkrVectōrēs is an NLU-Powered (Natural language understanding) tool for 

knowledge discovery, classification, diagnostics and prediction. 

Distributional semantic models are well established in the field of computational 

linguistics and have been here for decades [Turney, 2010]. However, recently they 

received substantially growing attention. The main reason for this is a possibility to 

employ artificial neural networks trained on small/large/huge corpora to learn low-
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dimensional distributional vectors for words - word embeddings. The most well-known 

tools in this field now are word2vec, fastText built on top of the Skip-Gram and CBOW 

algorithms, which allows fast training on huge amounts of raw linguistic data [Mikolov, 

2013]. Distributional static word embeddings are now arguably the most popular way to 

computationally handle lexical semantics. In such models, every word is represented with 

a dense float vector: the number of dimensions is usually in the order of hundreds, and 

may vary depending on the purpose of the model [Kutuzov, 2016]. Static word 

embeddings represent meaning of words, and can be use in almost any linguistic task: 

named entity recognition, sentiment analysis, machine translation, corpora comparison, 

compute semantic similarity between entities (such as words, terms and multi-word 

expressions) etc. Approaches implemented in word2vec, fastText and other similar tools 

are being extensively studied and tested in application to the English language [Baroni, 

2016]. However, for many other languages the surface is barely scratched. Thus, it is 

important to facilitate research in this field and to provide access to relevant services for 

various linguistic communities, in particular Ukrainian linguistic community. UkrVectōrēs 

service creation were inspired by WebVectors [WebVectors, 2021], [Kutuzov, 2016] and 

RusVectōrēs [Kutuzov, 2016], [RusVectores, 2021] Web services. 

UkrVectōrēs deployment basics with Docker Compose 

The UkrVectōrēs toolkit is a web interface between distributional semantic models and a 

user. Under the hood, we use Gensim open source Python library [Gensim, 2021] which 

deals with models’ operations. The user interface is implemented in Typescript (Angular 

web framework) and runs on top of the regular Nginx HTTP server or as a standalone 

service (using uWSGI application server). It communicates with Gensim (functioning as a 

daemon with our wrapper) via REST API (using particular JSON model), sending front-

end queries and receiving back models’ answers. Such architecture allows fast 

simultaneous processing of multiple users querying multiple models over network. 

Models themselves are permanently stored in memory, eliminating time-consuming stage 

of loading them from hard drive every time there is a need to process a query. 
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UkrVectōrēs can be useful in a very common situation when one has trained a 

distributional semantics model for one’s particular corpus or language, but then there is a 

need to demonstrate one’s results to general public. 

To simplify the application deployment process as much as possible, it was decided to 

use the Docker Compose [Docker, 2021] technology (Docker Compose is a tool for 

defining and running multi-container Docker applications). As UkrVectōrēs application 

grow more complex, we may find significant benefit in running some services in separate 

containers. Splitting up application into multiple containers allows us to better isolate and 

maintain key services, providing a more modular and secure approach to application 

management. Each service can be packaged with the operating environment and tools it 

specifically needs to run, and each service can be limited to the minimum system 

resources necessary to perform its task. The benefits of multi-container applications 

compound as the complexity of the application grows. Because each service can be 

updated independently, larger applications can be developed and maintained by 

separate teams, each free to work in a way that best supports their service. There are 

two containers: Nginx container for accepting external requests; Flask container for 

REST API endpoints. The Building and running process under UNIX (Linux or MacOS) 

with Docker Compose is as follows: 

― Clone from UkrVectōrēs GitHub repository: 

$ git clone https://github.com/malakhovks/docsim.git 

― Put your model(s) in ‘server/models’ sub-directory of UkrVectōrēs; 

― Change configuration files, stating the paths to your models; 

― Optionally change other settings via ‘config.models.simple.json’ file; 

― Build and run a Docker image from Dockerfile-nginx, Dockerfile-docsim with 

docker-compose: 

$ docker-compose up -d 

― Open Web browser and navigate to UkrVectōrēs Web application. 



International Conference on Software Engineering 

 

60 

You can preview a completed latest version of the UkrVectōrēs Web service with several 

efficient models (“WhiteBook” model, trained using a dataset – the book «The White 

Book of Physical and Rehabilitation Medicine» Ukrainian version; “Fiction” model, trained 

using a dataset – Ukrainian fiction literature) for Ukrainian here: without ssl certificate – 

http://ukrvectores.ml/; with self-singed ssl certificate https://test.ulif.org.ua:51043. 

UkrVectōrēs features 

Immediately after that you can interact with the loaded model via UkrVectōrēs Web 

application. From a user’s point of view, UkrVectōrēs is a kind of “cognitive-semantic 

calculator” which operates on relations between entities (words and terms) in 

distributional models. The online toolkit UkrVectōrēs covers the following elements of 

distributional analysis: 

 calculate semantic similarity between pairs of words; 

 find words semantically closest to the query word; 

 apply simple algebraic operations to word vectors (addition, subtraction, finding 

average vector for a group of words and distances to this average value); 

 draw semantic maps (using the TensorFlow’ TensorBoard Embedding Projector) 

of relations between input words (it is useful to explore clusters and oppositions, 

or to test your hypotheses about them); 

 get the raw vectors (arrays of real values) and their visualizations for words in the 

chosen model; 

 download default models; 

 use other prognostic models distributive semantics freely distributed, by adjusting 

the configuration file. 

Another feature of the service is the possibility to use several models simultaneously. If 

several models are enumerated in the configuration file, the UkrVectōrēs daemon loads 

all of them. UkrVectōrēs graphical user interface is multi-lingual (English and Ukrainian). 

Extending the interface with another language is implemented with Angular 

internationalization (i18n) feature. 

http://ukrvectores.ml/
https://test.ulif.org.ua:51043/
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Results and Discussion 

Natural Language Processing is the automatic processing of text written in natural 

(human) languages (English, French, Ukrainian, etc.), as opposed to artificial languages 

such as programming languages, to try to “understand” it. It is also known as 

Computational Linguistics or Natural Language Engineering. NLP encompasses a wide 

range of tasks, from low-level tasks, such as segmenting text into sentences and words, 

to high-level complex applications such as semantic annotation (semantic similarity 

between words and multi-word expressions) and data/knowledge mining (automatic 

creation of thesauri and bilingual dictionaries, creating semantic maps of different subject 

domains). Distributional word embeddings are now arguably the most popular way to 

computationally handle lexical semantics. The UkrVectōrēs – a free and open source 

toolkit which aim is to quickly deploy web services handling pre-trained distributional 

semantic models (static word embeddings). It completes the pipeline between training 

such models and sharing the results to the general public. The UkrVectōrēs provides all 

the necessary routines for online access, sharing and querying to the trained models via 

modern Web application, built with Angular, Flask and Docker platforms. 

Conclusion 

The main aim of UkrVectōrēs is to quickly deploy web services processing queries to 

distributional semantic models, independently of a particular language. It allows to make 

complex linguistic resources available to wide audience in almost no time. Additionally, 

another major cases for using UkrVectōrēs Web service is to help in the study and 

discovery the of arbitrary domains. In particular, using the “WhiteBook” distributional 

semantic model (trained using a dataset – the book «The White Book of Physical and 

Rehabilitation Medicine» Ukrainian version) is intended for training specialists in physical 

and rehabilitation medicine. The authors plan to continue adding new features aiming at 

better understanding of embedding models, including sentence similarities, documents 

similarities and analysis of correlations between diff erent kind of models (to changeover 
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from distributed word representations to distributed term representations or term 

embeddings). 
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MULTILINGUAL TEXT CLASSIFICATION USING TRANSFORMER APPROACH 

Larysa Chala, Mykola Dudnik, Mariia Sokolovskaya 

Abstract: Recently, experts have been developing methods for processing multilingual 

texts using machine learning methods. This article proposes a method that allows one 

model to support 100 languages for processing and analyzing text streams. The results 

of an experiment on text classification using this model are presented, which confirm its 

effectiveness.  

Keywords: Deep Learning, Artificial Intelligence, Natural Language Processing. 

ITHEA Keywords: D.2.0 Genera 

 

Introduction 

As you may know there are two problems in the classification of multilingual texts: the 

first one is a linear growth of computational costs with an increasing of number of 

languages; the second one is the lack of ability in the model to transfer knowledge 

between different languages (as a rule, they are formed only for one language and 

cannot be directly applied to another language). At the same time, many different 

languages are used on the network (for example, Facebook users publish content in 

more than 160 languages). 

Existing solutions to these problems are based on building the model, as well as the 

entire architecture associated with it, for each language that needs to be worked with. 

The approach proposed in this article assumes that one model can be used for 100 

languages, which simplifies the server architecture of the word processing system and 

provides further support for this solution.  

Basic definitions 

As you may know there are two problems in the classification of multilingual texts: the 

first one is a linear growth of computational costs with an increasing of number of 

languages; the second one is the lack of ability in the model to transfer knowledge 

between different languages (as a rule, they are formed only for one language and 
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cannot be directly applied to another language). At the same time, many different 

languages are used on the network (for example, Facebook users publish content in 

more than 160 languages). 

Existing solutions to these problems are based on building the model, as well as the 

entire architecture associated with it, for each language that needs to be worked with. 

The approach proposed in this article assumes that one model can be used for 100 

languages, which simplifies the server architecture of the word processing system and 

provides further support for this solution. 

Proposed experiment and its results 

In the course of research, a news headline classifier was created based on the XLM-R. 

This classifier is built using LSTM layers and is a deep neural network. The public kaggle 

dataset [4] was used as the training dataset. 

The textual dataset on which the XLM-R is trained is not marked up, it is a set of texts 

and nothing more. The use of languages with limited resources means that there are 

practically no texts for the preliminary training of language models. In our experiment, we 

used a tagged dataset consisting of text pairs “news headlines - news categories”. 

The results of the experiment showed that when training a classifier in one language 

(using XLM-R for vectorization), it will also work well with other languages. In our case, 

the model trained in English showed an accuracy of 0.87 on a test set with texts in 

French (Fig. 1).  

 

Figure 1. Results of model evaluation 

Conclusion 

Using the XLM-R model for text vectorization is an important step towards building 

multilingual text classifiers. 
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Possible applications using XLM-R technology include serving highly accurate rules-

breaking inappropriate content detection models across a wide range of languages. The 

proposed approach makes it possible to implement the principle: "one model for many 

languages", in contrast to the existing one, which creates one model for each language 

[5]. 

"One model for many languages" is a new approach that became available after the 

emergence of the transformer architecture and the mechanism of self-attention 

embedded in them. This approach allows using one model for text vectorization for all 

languages that participated in its training. 

To sum up, this approach will simplify the further launch of high-performance products in 

several languages at the same time. In addition, the approach discussed will improve the 

performance of multilingual models and systems that use self-taught methods to better 

understand languages with limited resources. 
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EPIDEMIC EFFECTS IN NETWORK INDUSTRIES 

Gorbachuk Vasyl, Dunaievskyi Maksym, Syrku Andrii 

Abstract: Modern research in the field of global cellular telephony says that technology 

reveals the effects of an established base in acceptance (of a new technology) and that 

cellular diffusion varies between countries and groups of countries due to technological, 

socioeconomic and regulatory factors that influence the diffusion process. The effects of 

an established base may come from the extra effects of social dissemination, such as 

social learning through uncertainty and regulation pressures. With a severe decrease in 

the intensity of use, the epidemic effect is largely absent or at least overshadowed by 

other factors, notably consumer heterogeneity. Hence it follows that the driving forces 

behind diffusion are constantly falling prices and / or increasing quality of the network 

services. 

Keywords: network products, network externalities, monopoly, social welfare. 

ITHEA Keywords: computer-communication networks, network architecture and design, 

network operations, distributed systems, performance of systems. 

 

Introduction 

As a rule, existing models cannot empirically differentiate periods of rapid diffusion in 

network industry, which are common in most industrialized countries, from critical mass 

that does not rely on price reductions or exogenously changing technologies [Gorbachuk, 

2013]. Attempts have been made to exclude another potential cause of endogenous 

diffusion − epidemic effects, in which the rate of penetration increases with constant 

intensity of use. 

The problem statement 

The problem statement is to investigate the possibility of an endogenous and almost 

discontinuous diffusion path (new network technology) based on the effect of the 

established base (available number of technology users) [Chikrii, Gorbachuk et al., 

2012]. 
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Unanswered question and purpose 

An unanswered question is the properties of models which allow to find the critical mass 

of technology’s spread and propose appropriate regulation. The purpose of the work is to 

strictly justify the regulation in the field of telecommunications [Gorbachuk et al., 2013]. 

Main results 

The main results come from an economy model consisting of two identical groups of 

consumers who want to join a certain telecommunications service (for example get a 

phone call):   consumers of type H  highly appreciate joining this service, а 0  

consumers of type L  – low [Shy, 2001]. 

Denote 0p  as fee for connecting to this service. If the actual number of connected (to 

the service) consumers is q , then the utility function of the consumer of type L  equals 



 


connectednotconsumer,0

connectedconsumer,pq

L
U                                  (1) 

and the utility function of the consumer of type H – 



 


connectednotconsumer,0

connectedconsumer,pq

H
U


                           (2) 

where 1  measures the importance of service to the consumer of type H : 

LH UU  .While building demand function for telecommunication services we will use 

the assumption about the absence of coordination failure: if every consumer of group 

( H  or L ) wins from subscription to the service, then all customers of the group will 

subscribe to the service.  

Critical mass is the minimum number of users required to ensure that at least that 

number of consumers will have not negative subscription benefit. In order to organize a 

party or weekend trip the organizer must convince potential participants that it will be for 

sure attended by a certain minimum number of people, which will in fact mean even more 

entrants due to the growing network effects. In telecommunications, critical mass is 
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always a function of market price: an increase in price will mean an increase in critical 

mass, and a decrease in market price will reduce critical mass, since under a lower price 

consumers will be satisfied with a smaller network size. With this concept in mind, a 

former student of one of the authors developed the Djuice project, which earned Kyivstar 

more than two billion U.S. dollars over five years. 

By the 1980s, most countries had a monopoly market structure in the field of 

telecommunications. For example, in Ukraine such a monopoly firm was called 

Ukrtelecom, in Estonia – Estonia Telecom. In Israel, until the 1960s, a similar firm also 

provided postal services. 

During the 1980s, governments began to realize that monopoly telecommunications 

market structures, which were considered natural monopolies, distorted industry markets. 

The major event leading to competition in this area was the division of AT&T USA into 7 

regional telephone companies in 1982, as well as the creation of MCI and SPRINT as 

major competitors in the intercity and international markets. In the 1980s, regulators were 

discussing three basic issues: knowing that many users (of type H ) are already 

connected to an existing monopoly telecommunications provider, can social well-being 

be improved by allowing the new operator to connect other consumers (of type L ) to the 

network; whether the new operator entering the market will have profit; when the entry of 

new providers is socially desirable, how to avoid dragging of the existing monopoly into 

predatory pricing to attract more consumers and thus narrow the potential market for a 

new firm [Gorbachuk, 2014].  

Proposition 1. Entry into the telecommunications industry increases the utility of already 

connected customers and leaves unchanged the utility of newly connected consumers, 

increases the profits of a new firm and leaves the profits of an existing firm unchanged. 

When, in addition to the connection service market, the market for the flow of services 

(telephone calls) after the connection of consumers of type L  at the entry of a new firm 

is also taken into account, the existing firm will suffer a decrease in profits, but social 

welfare will increase as a result of the price decrease. The analysis of the 
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telecommunications industry is based on the fact that the utility of the consumer from the 

communication service is enhanced when others join the service. Let us denote 

]1,0[x  the reluctance of the consumer to pay for the service: the greater the value of 

x , the less willing to pay the consumer is. The utility of consumer of type x  will define as 





 


connectednot consumer 

connectedconsumer 

,0

,peq)x1(
xU                         (3) 

where eq  – expected number of consumers who join this network. As this consumer 

utility increases with increasing eq , have network externalities.  

Proposition 2. A monopoly telephone company maximizes its profits by setting its cost 

per connection so that the number of users exceeds half of all existing customers and 

that unconnected consumers exist. 

Proposition 3. With increasing of the total consumers number   the monopoly price and 

the utility of the connected users increase proportionally, monopoly profit increases 

quadratically. 

Conclusion 

The main conclusion is that the entry of a new firm into the telecommunications industry 

increases the utility of already connected consumers and leaves unchanged the utility of 

newly connected consumers. A monopoly network company maximizes its profits by 

setting its price per connection so that the number of users exceeds half of all customers 

available, but not all customers subscribe to the network service. Questions that need 

further investigation are: whether exogenous changes are responsible for total diffusion 

(without critical mass); whether there is an element of endogenous diffusion. 
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